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Abstract

This paper introduces a tracking method for the well known local MSER (Maximally Stable Extremal Region) detector. The component tree is used as an efficient data structure, which allows the calculation of MSERs in quasi-linear time. It is demonstrated that the tree is able to manage the required data for tracking. We show that by means of MSER tracking the computational time for the detection of single MSERs can be improved by a factor of 4 to 10. Using a weighted feature vector for data association improves the tracking stability. Furthermore, the component tree enables backward tracking which further improves the robustness. The novel MSER tracking algorithm is evaluated on a variety of scenes. In addition, we demonstrate three different applications, tracking of license plates, faces and fibers in paper, showing in all three scenarios improved speed and stability.

1. Introduction

The detection of interest points and local features constitutes the basis for many important computer vision tasks. For example, object recognition, stereo matching, mosaicking, object tracking, indexing and database retrieval, robot navigation etc. rely on the detection of interest points which possess some distinguishing, highly invariant and stable properties. Such structures are often called distinguished regions (DR) [1] and provide a compact and abstract representation of patterns in an image.

Many different interest point detection algorithms were proposed and detailed evaluations and comparisons are available. Evaluations of Mikolajczyk and Schmid [11], as well as Fraundorfer and Bischof [5] revealed that the Maximally Stable Extremal Region (MSER) detector from Matas et al. [8] performs best on a wide range of test sequences. MSERs denote a set of distinguished regions, which are defined by an extremal property of its intensity function in the region and on its outer boundary. In addition, MSERs have all the properties required of a stable local detector.

Recent approaches use temporal information for increased stability in interest point detection. For example, Video Google [15] describes an approach to object and scene retrieval based on tracked distinguished regions, where tracking and interest point detection are realized by different algorithms. Obviously, results would be improved if both detection and tracking would be based on the same principles.

Thus, the detection and stable tracking of distinguished regions through an image sequence is of high interest. In this paper we introduce a novel algorithm for the detection and tracking of Maximally Stable Extremal Regions (MSERs). Our contribution is twofold, first, our method improves the computational time of MSER detection and second, via tracking we obtain faster and more stable results compared to single frame based MSER detection.

In section 2 an efficient method for the calculation of MSERs by analysis of the component tree is introduced. Based on this data structure MSERs can be calculated in quasi-linear time.

The main contribution of this paper is a method for tracking of MSERs making use of the component tree, which is presented in section 3. The input to the algorithm is a sequence of images, e.g. video sequence or 3D volumetric data. The novel method uses additional, temporal information to track single connected regions derived from the stability criterion through the entire image sequence.

The result of MSER tracking is a set of distinguished regions for every single image. Additionally, correspondence information between the regions of subsequent images is provided. Especially for longer image sequences MSER tracking outperforms single frame MSER detection. Its main advantages – the speedup of the computation time and the improvement of the detection and tracking stability – are evaluated in detail in section 4.

MSER tracking allows a wide range of different applications. Section 5 presents examples on such diverse tasks as robust tracking of numbers and letters on license plates, face tracking and segmentation of fibers within a 3D data set of a digitized paper sheet.
2. Efficient MSERs by component tree

The concept of Maximally Stable Extremal Regions (MSERs) was proposed by Matas et al. [8]. MSERs denote a set of distinguished regions that are detected in a gray scale image. All of these regions are defined by an extremal property of the intensity function in the region and on its outer boundary. MSERs have properties that form their superior performance as stable local detector. The set of MSERs is closed under continuous geometric transformations and is invariant to affine intensity changes. Furthermore MSERs are detected at different scales.

This paper introduces MSER tracking, which requires a data structure that can be efficiently built and managed. The component tree is a structure which allows the detection of MSERs within an image and, in addition, constitutes the basis for MSER tracking. The component tree has been recently used by Couprie et al. [3] for efficient implementation of watershed segmentation.

The component tree is a rooted, connected tree and can be built for any image with pixel values coming from a totally ordered set. Each node of the tree represents a connected region within the input image $I_{in}$. For MSERs we only consider extremal regions $R_i$ which are defined by

$$\forall p \in R_i, \forall g \in \text{boundary}(R_i) \rightarrow I_{in}(p) \geq I_{in}(g).$$

(1)

These extremal regions – the nodes of the component tree – are identified as connected regions within binary threshold images $I_{bin}^g$, which are the result of the calculation

$$I_{bin}^g = \begin{cases} 1 & I_{in} \geq g \\ 0 & \text{otherwise} \end{cases}$$

(2)

where $g \in [\min(I_{in}), \max(I_{in})]$. Figure 1 depicts an exemplary input image and some of the threshold images $I_{bin}^g$ that are analyzed during the creation of the component tree. Each node of the component tree is assigned the corresponding gray value $g$ at which it was determined.

The edges within the tree define an inclusion relationship between the connected regions. Thus, for a region $R_i$ that is the son of a region $R_j$ within the tree,

$$\forall p \in R_i \rightarrow p \in R_j$$

(3)

is fulfilled. By moving in the component tree upwards, the corresponding gray value $g$ of the extremal regions becomes lower, which leads to increased region sizes. The root of the tree represents a region which includes all pixels of the input image $I_{in}$. Figure 2 shows typical parts of the component tree created for the image shown in Figure 1(a).

MSERs are identified by an analysis of the component tree. For each connected region $R_i$ within the tree a stability value $\Psi$ is calculated. This value $\Psi$ is defined as

$$\Psi(R_i^g) = (|R_j^{g-\Delta}| - |R_k^{g+\Delta}|)/|R_i^g|,$$

(4)

where $|.|$ denotes the cardinality, $R_i^g$ is a region which is obtained by thresholding at a gray value $g$ and $\Delta$ is a stability range parameter. $R_j^{g-\Delta}$ and $R_k^{g+\Delta}$ are the extremal regions that are obtained by moving upwards respectively downwards in the component tree from region $R_i^g$ until a region with gray value $g - \Delta$ respectively $g + \Delta$ is found. MSERs correspond to those nodes of the tree that have a stability value $\Psi$, which is a local minimum along the path...
to the root of the tree. Hence, maximally stable regions are those regions which have approximately the same region size across $2\Delta$ neighboring threshold images. For example, in the component tree shown in figure 2, one of the detected MSERs is the region 7, showing the letter k, because its size does not change significantly across $2\Delta$ threshold images, which leads to a local minimum of the stability value $\Psi$.

The standard MSER algorithm detects bright homogeneous areas with darker boundaries (MSER+). The same algorithm can be applied to the negative of the input image, which results in a detection of dark areas with brighter boundaries (MSER-). In general, the union of both sets is used as MSER detection result. Figure 3 shows a typical result of MSER detection.

Various algorithms have been proposed to compute the component tree, the most efficient one by Najman and Coutrie [12] was used for our implementation. The algorithm is based on two subsequent steps. First, the pixels of the input image have to be sorted in decreasing order. This is done by CountingSort [2], which runs in linear time if the range of the gray values is small. Second, a sequence of union-find steps [16] is performed in order to build the connected regions and the component tree iteratively in a bottom-up type manner.

Two key techniques called weighted union rule and path compression [2] ensure that the complexity of the creation process for the component tree is as small as possible, namely $O(N \alpha(N))$, where $N = n + m$, $n$ is the number of pixels and $m$ is the number of arcs in the image (i.e. approximately $2n$ for the 4-neighborhood). The function $\alpha$ is the inverse Ackermann function, which is a very slowly growing function, that is for all practical purposes below 4. The stability values $\Psi$ can be calculated incrementally during the creation of the component tree, and the detection of the minimum of the stability values can therefore also be done in linear time. Thus, analysis of the component tree enables the detection of MSERs in quasi-linear time, which improves the original implementation that runs in $O(N \log \log N)$ time – of course for practical image sizes there is not much difference.

In addition, the component tree is a perfect data structure for the extension of the concept to MSER tracking, as is presented in the next section.

### 3. Concept of MSER tracking

The main contribution of this paper is efficient tracking of MSERs through an image sequence. Including information from the MSER detection result of the preceding image, the computational time and, in addition, the stability of the track can be improved significantly. The improvements are evaluated in detail in section 4. This section describes the main ideas behind the tracking concept.

The algorithm starts with the analysis of the entire image $I_t$ at time $t$, which results in a detection of MSERs for this image. Then every detected MSER of image $I_t$ is tracked by performing the two following steps on the image $I_{t+1}$.

First, a region of interest (ROI) of predefined size, centered around the center of mass of the MSER to be tracked, is propagated to the next frame. If a motion model is available it can be incorporated here. Then the component tree for this ROI is built in quasi-linear time by the algorithm presented in section 2. Second, the entire tree is analyzed and the node which best fits to the input MSER is chosen as the tracked extremal region representation. It has to be pointed out, that this step considers all extremal regions, not only maximum ones, which is the reason for the increased stability of the tracking algorithm.

In order to identify the best fit to the input MSER we compare feature vectors that are built for each of the extremal regions of the component tree. The region, which has the smallest weighted Euclidean distance between its feature vector and the one from the input MSER, is chosen as the tracked representation. The features calculated are mean gray value, region size, center of mass, width and height of the bounding box and stability $\Psi$. The weights for the features can be used to adapt to different kinds of input data. These simple features are sufficient for determination of the correct tracked representation, because the considered extremal regions differ significantly from each other. We have never encountered any problems to identify the correct extremal region based on these features. In addition, also different weight settings do not have a significant effect on the tracking results.

Due to efficiency reasons all features of the extremal regions are computed incrementally during creation of the component tree. Thus, no additional computation time is required. The update takes place each time connected components are united by the union step. The update equations for the features size, gray value, bounding box, center of mass...
and stability are straightforward and can be found e.g. in
the work of Matas et al. [9].

In longer image sequences MSERs may leave the field of view and new MSERs will appear. The previously presented MSER tracking approach just tracks already detected regions. Therefore, new regions cannot be identified. In order to solve this problem a complete detection of MSERs on the entire image is done after a specific number of \( \theta \) frames. The parameter \( \theta \) has almost no influence on the tracking stability, because the MSERs that cannot be tracked within the \( \theta \) images are the least stable ones – usually these also cannot be detected by MSER analysis on the entire image.

In order to further improve the tracking stability, backward tracking is integrated in the concept. Similar to forward tracking, an MSER from image \( I_t \) can be tracked back to the image \( I_{t-1} \), which is called backward tracking. After detecting MSERs in the entire image, newly appearing MSERs are identified by a comparison to the tracked MSERs. These identified MSERs in image \( I_t \) are then tracked backwards until the frame \( I_{t-\theta} \). Figure 4 illustrates this concept. Thereby, no available MSER information is lost. Because \( \theta \) images are always completely stored in the memory, this step does not increase the computational time.

The final result of MSER tracking is a set of connected regions for each image including correspondence information between the regions of subsequent images.

4. Analysis of improvements due to tracking

Using the additional information from the MSER detection result of the preceding image a twofold improvement in the detection of the tracked regions can be achieved. First, the computational time for the detection of a single MSER can be decreased and second, the robustness of the detection and of the tracking results can be improved significantly.

4.1. Speedup of computational time

MSER tracking speeds up single MSER detection due to three main points. First, for each region only either MSER+ or MSER- detection is performed, second, only parts of the component tree are built for the correct detection of single MSERs and third, the search region for tracked MSER representations is constrained.

The main idea for improving the computational time is that only a part of the component tree has to be built in order to identify the tracked region correctly. The gray value, at which the MSER to be tracked was detected in the preceding image, is used to constrain the range of the gray values that have to be analyzed in the next image. Therefore, connected regions are only calculated within the defined gray value range. The corresponding component tree becomes much smaller and hence, the MSERs can be calculated faster. The gray value range, which has to be considered, is set proportional to the distance between the histograms of the preceding and the current ROI. The comparison is done by calculating the Chi-Square distance [13]

\[
\chi^2(g, h) = \frac{1}{2} \sum_{i=1}^{N_h} \frac{(g_i - h_i)^2}{g_i + h_i}
\]

between the two histograms \( g \) and \( h \), where \( N_h \) is the number of histogram bins. This ensures, that abrupt intensity changes between subsequent frames are handled correctly.

As an example, Figure 5 illustrates the improvement that can be achieved by constraining the gray scale range. It shows a region of interest, which is analyzed for tracking of an MSER and the corresponding histogram. In addition, the information that the MSER of the preceding image was detected at gray value 225 is available. If the entire range of gray values is analyzed, hence, the entire component tree has to be built, 22 845 operations are required to detect the MSER. However, exactly the same result can be achieved if the analysis is constrained to the gray value range [200..255]. The total number of calculations decreases to 4 506, and hence, in this example, the calculation is done approximately five times faster, just by constraining the gray scale range.

Figure 4: Backward Tracking of MSERs. Entire MSER detection is performed on image \( I_t \) and image \( I_{t+\theta} \). The letter \( n \) is detected in frame \( I_{t+\theta} \) and then backward tracked to the frame \( I_{t+1} \).

Figure 5: Illustration of speedup by MSER tracking. Constraining the gray scale range can significantly reduce the size of the component tree and therefore the calculation time without having any impact on the result.
Since the component tree is built in a bottom-up manner, its creation can be stopped at those branches, where the size of the area is outside a predefined range around the size of the MSER region to be tracked. This results in another speedup of the detection.

Consequently, by constraining the analysis on parts of the component tree, exactly the same MSER detection results can be achieved with a smaller amount of memory and calculation time.

In order to evaluate the speedup statistically, the presented MSER tracking concept was applied to three different data sets: a video sequence from a football match, an image sequence acquired from 20 different viewpoints on two boxes and microscopic cross-section images of a paper sheet. Figure 6 shows the three test data sets and Figure 7 evaluates the experimental speedup that is gained by using the previously described technique of constraining the analysis on parts of the component tree. It compares the number of required calculations for the complete analysis of the component tree to the number of calculations of the constrained analysis. It can be seen that an average speedup of 2 to 4 is achieved. The speedup for the fiber data set is much lower, because the background of those images has approximately the same gray value as the tracked MSER regions. Thus, for such images almost the entire component tree has to be built.

In addition, for the purpose of tracking MSERs it is not necessary to analyze the entire image. The area to search for tracked MSERs can be constrained to a region of interest (ROI) around the center of mass of the preceding MSER representation. The size of the ROI is one parameter of the algorithm, and is set to the expected maximum change in location of MSERs between subsequent images of the input sequence. Thus, by means of constraining the ROI another speedup is possible, which strongly depends on the number of MSERs that are tracked. Figure 8 shows the overall speedup, including all the constraints, that is achieved by MSER tracking. Again the number of required calculations is compared and speedups of up to 10 are achieved. For all data sets approximately 100 regions are tracked.

The overall speedup factor strongly depends on the number of tracked regions. Figure 9 shows the speedup factor versus the number of tracked MSERs.

4.2. Improvement of stability

Another contribution of MSER tracking is that not only maximally stable regions – i.e. the nodes of the component tree with the lowest stability value $\Psi$ – are considered as tracked MSER representations (see section 3). This improves the quality and the stability of the correspondences between the regions. This is the reason, why MSER tracking outperforms all attempts to establish correspondences between the results of single image based MSER detection.

Figure 10 shows the results of single frame MSER detection with constant parameters (a) - (c), in comparison to the results of the MSER tracking concept (d) - (f). It can be
Figure 9: Overall speedup for MSER tracking depends on the number of regions to be tracked.

Figure 10: Illustration of the stability gain by the MSER tracking approach. With MSER tracking – (d) to (f) – the letters are successfully tracked through the entire sequence, whereas with the single frame approach – (a) to (c) – the letters are identified only partially.

seen that e.g. the ‘Knuspermüsli’ text is not robustly identified by the single frame MSER detection, whereas with the MSER tracking approach the text and other MSERs are correctly tracked through the entire sequence.

In order to evaluate the introduced stability improvement an evaluation framework proposed by Fraundorfer and Bischof [5] was used on the data set shown in Figure 6(b), which consists of a sequence of images showing two boxes acquired from varying viewpoints from 0° to 90°.

Fraundorfer and Bischof used a framework similar to

Figure 11: Comparison of the tracking quality based on analysis of repeatability values for different stability range values Δ of MSER detection.

Mikolajczyk and Schmid [11] to evaluate local detectors by a repeatability score. Unlike [11] this framework allows the evaluation of non-planar scenes. In order to enable coordinate transfer of the interest points between images acquired from different viewpoints, a ground truth is determined using the trifocal tensor geometry [6]. The ground truth is compared to the experimental results and a repeatability score for the region-to-region correspondence is calculated. The calculated repeatability score can be interpreted as a quality benchmark of the tracking stability.

Figure 11 compares the calculated repeatability scores for the single frame MSER detection to those from the MSER tracking results. For example the MSER tracking of about 100 regions results in an average repeatability score of 89%, whereas the single frame approach leads to a score of only 68%, which demonstrates the improved performance. It can be seen that the quality of the track significantly depends on the stability range parameter Δ of the detected MSERs. The higher the chosen stability value, the more robust the tracking results become, but the less regions are found. We are aware of the fact that this comparison is unfair because MSER tracking has more information available than single MSER detection.

5. Selected Applications

The presented MSER tracking concept opens a wide range of possible applications. In order to demonstrate its versatile applicability it was applied to such diverse tasks as robust tracking of license plates, face tracking and 3D fiber network segmentation.

5.1. Application: Tracking of license plates

The recognition of license plates is a technology used to identify vehicles by analysis of the signs on their license
plates and it is used in various access-control systems, security and traffic monitoring applications.

The numbers and letters on a license plate can be detected as MSERs, as e. g. by Matas and Zimmermann [10]. MSER tracking can be used to track them efficiently and robustly through a video sequence. Figure 12 shows two frames of a traffic video sequence, where eight MSERs on the license plate are identified and robustly tracked through the entire sequence.

Assuming that the location of the license plate is a priori given and the MSER search area is constrained to the license plate area, the average speedup due to MSER tracking is $3.6$. However, if the location is not known and the entire image has to be processed for single frame MSER detection, an average speedup of $13.8$ is achieved.

5.2. Application: Face Tracking

Detection and tracking of human faces has a wealth of possible applications such as in security systems, teleconferencing, human-computer interfaces or gesture recognition. A lot of approaches use color as the key feature for detection and tracking of faces in images. E. g. Raja et al. [14] model the skin color distribution using a mixture of Gaussians estimated in the r-g color space. The r-g color space has shown to be well suited for representing skin color over a wide range of lighting conditions [18].

In general, MSERs can be detected in all images whose pixel values are from a totally ordered set. Thus, for face tracking, the pixels of the input color image are ordered by their Mahanalobis distance [4] to the estimated 2D-Gaussian distribution within the r-g color space. This ordering allows the detection of human faces by MSERs (only extremal regions at low gray values have to be considered), and the introduced tracking concept enables the robust track of faces through a video sequence. Figure 13 shows a single frame of a video sequence (a) and the detected and tracked face (b).

In this example, the obtained speedup due to MSER tracking is on average $3.2$ if the ROI is constrained based on a preceding face detection. If the entire image has to be analyzed for single frame MSER detection, an average speedup of $13.8$ is achieved.

5.3. Application: Segmentation of fiber network

The concept of MSER tracking can also be applied to analysis of 3D data sets. As an example, the segmentation of single fibers within a digitized 3D paper structure was realized. The 3D data consists of a set of microscopic cross-section images, which were acquired by an automated microtomy concept, introduced by Wiltsche et al. [17].

Paper can be seen as a complex network of fibers. Fibers within paper are pressed tubes and can be identified as homogeneously colored regions with darker boundary and approximately elliptical shape within the images. Thus, fiber cross sections correspond to MSERs, as can be seen in Figure 6(c).

The borders of the detected fiber cross sections are not smooth. Thus, a method which allows to account for the discrete nature and the noise within the 3D data is required. Therefore, the presented MSER tracking concept was extended for the special case of fiber segmentation. Active contour models were chosen for smoothing. The process is comparable to the one of Lapeer et al. [7], where snakes are applied to the result of a watershed segmentation.
Our MSER tracking concept allows the detection and the robust tracking of these fiber cross sections, which facilitates the segmentation of the fiber network of a paper sheet. Figure 14 shows a 3D visualization of a part of a fiber, which was segmented by applying the MSER tracking concept to a digitized 3D paper structure stack at a resolution of $0.26 \times 0.26 \times 5 \, \mu m^3$. The obtained speedup in this example is on average 5 (see also Figure 8).

6. Conclusion and Outlook

The main contribution of this paper is a novel concept for tracking of Maximally Stable Extremal Regions (MSERs). The presented approach uses temporal information to improve the computational time and, additionally, the detection stability of single MSERs. Experimental evaluations, which compare the single frame approach to the introduced tracking concept on different data sets, proved the increased performance of MSER tracking. The novel concept opens a wide range of possible applications. Tracking of license plates, face tracking and segmentation of fibers within a 3D data set were demonstrated in this paper.

In future, we plan to extend the MSER detection to the third dimension, which will enable the detection of maximally stable volumes within 3D data sets.
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